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Abstract

Aims: Interpretation of continuous EEG is a demand-
ing task that requires the expertise of trained neurologists.
However, these experts are not always available in many
medical centers. As part of the 2023 George B. Moody
PhysioNet Challenge, we developed a deep learning based
method for analyzing EEG data of comatose patients and
predicting prognosis following cardiac arrest.

Methods: Our approach is a two-step pipeline that con-
sists of a prediction model and a decision-making strategy.
The prediction model is a residual neural network (ResNet-
18) that extracts features and makes a prediction based on
a short 5-minute EEG recording. In the second step, a ma-
jority vote over multiple predictions made for several EEG
recordings of a patient determines the final prognosis.

Results: Based on 10-fold cross-validation on the train-
ing set, we achieved a true positive rate (TPR) of 0.41
for predicting poor outcome while keeping the false pos-
itive rate below 0.05 at 72 hours after recovery of sponta-
neous circulation. On the official challenge leaderboard,
our team ZIB Visual scored 0.426 TPR.

Conclusion: Our approach, while simple to implement
and execute, faced overfitting challenges during the offi-
cial competition phase. In this paper, we discuss our im-
plementation and potential improvements to address these
issues.

1. Introduction

Analyzing continuous electroencephalograms (EEG) is
important for predicting the outcome of cardiac arrest,
where severe brain injury is a leading cause of death. How-
ever, manual EEG interpretation is resource-intensive and
often relies on specialized neurologists, limiting acces-
sibility. These limitations, coupled with the impact of
false positives, where patients initially predicted to fare
poorly ultimately recover well, emphasize the need for im-
proved automation techniques to efficiently assess patient
outcomes following cardiac arrest.

Automated EEG analysis has the potential to improve

accuracy and expand access where experts are scarce.
The International Cardiac Arrest REsearch consortium (I-
CARE) [1] provides a dataset from multiple hospitals for
the purpose of developing new analysis approaches. The
George B. Moody PhysioNet Challenge 2023 [2, 3] offers
an opportunity to leverage this data, advancing coma prog-
nostication in cardiac arrest with more than 1,000 subjects
and 50,000 hours of EEG monitoring data.

Following the recent trends in automatic EEG analysis
[4,5], we use deep convolutional networks to predict prog-
nosis following cardiac arrest. Our approach is a two-step
pipeline that consists of a residual network [6] that predicts
outcome based on a short EEG recording followed by a
majority vote over several predictions made for a patient
that determines the final prognosis. Applied to the official
challenge data, our approach reached a 0.426 true positive
rate for predicting poor outcome, while keeping the false
positive rate below 0.05 at 72 hours after recovery of spon-
taneous circulation. We discuss the implementation of our
model and its shortcomings.

2. Training data

The challenge data was collected from seven academic
hospitals and contains records of 607 comatose patients
who suffered cardiac arrest. The records span from hours
to several days and include continuous EEG, ECG and
other signals.

Each record file contains up to an hour of signal data.
Different channels are available for different patients, and
channels are sometimes noisy or disconnected. The chan-
nels are organized in four groups: EEG (up to 21 chan-
nels), ECG (up to 5 channels), reference (up to 6 channels)
and up to 10 other channels.

The available clinical meta-data was anonymized and
contains information about the patients, including age, sex,
and information about the cardiac arrest. Clinical outcome
was determined using the Cerebral Performance Category
(CPC) scale. The CPC scores were grouped into two cate-
gories: good outcome and poor outcome. The objective of
the challenge is to predict the outcome category.
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Figure 1. Preprocessing steps taken to obtain input data
for the prediction model. See text for more details.

2.1. Preprocessing

We preprocess every record file to level the differences
in signal data and improve the convergence of our mod-
els. We performed the following preprocessing steps (see
Figure 1):

1. Cropping—we randomly crop a 5-minute window
from all available channels.

2. Interpolation—we linearly interpolate NaN values in
noisy channels.

3. Zero-channel detection—we detect empty channels
and zero them out.

4. Resampling—we resample every channel at 128Hz
to keep equal sampling rate across records.

5. Normalization—we normalize every channel using
the mean and standard deviation computed over the win-
dow.

6. Padding—we pad every channel with zeros to keep
equal shape among input data.

After preprocessing, every crop is exactly 5 minutes
long and always contains the same number of channels,
even if the channels are not available for that hospital (or
patient). After preprocessing, the crops are evaluated and
invalid crops (e.g., due to all channels being empty) are
removed.

3. Method

Our approach is based on a deep residual network to
predict prognosis following a cardiac arrest. We devel-
oped a two-step pipeline that consists of a prediction model

Figure 2. Our two-step prediction pipeline: First, we crop
the signal data of a patient and preprocess the crops. Next,
we feed the crops to the ResNet-18, which predicts out-
comes. Finally, we predict a single outcome for the patient
by taking the majority vote from all crop predictions.

and a decision-making strategy. The prediction model en-
codes a short crop of the signal and makes predictions. The
decision-making strategy is a simple majority vote over all
predictions made for the many crops of the signal (see Fig-
ure 2).

3.1. Prediction model

We use a ResNet-18 architecture [6] with the full pre-
activation design [7] and group normalization [8] (see Fig-
ure 3 for an overview of our residual block). We use 1-
dimensional convolutional layers with larger kernel sizes
(7, 5, 5, 3 in each stage), which we found to perform better
on longer sequences. Figure 4 illustrates our model.

The prediction model has two classification heads (lin-
ear output layers), to predict (1) the outcome and (2) the
CPC score.

3.2. Training

We train our prediction model for 5000 steps using the
ADAM optimizer [9] with default parameters and a batch
size of 64. We use a cosine learning rate schedule [10]
without restarts over 5000 steps with a linear warm-up pe-
riod of 100 steps. We clip gradients whose norm exceeds
1.

We train our model using a cross entropy loss computed
only on the outcome variable. The CPC output layer is
trained separately so that the weights of the ResNet are not
updated with the gradients from the CPC loss.

During training, we collect batches by sampling crops
from records of all patients so that each batch contains di-
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Figure 3. Full pre-activation residual block with group
normalization. The shortcut path contains an additional
convolutional layer in blocks that downscale the signal or
increase the number of filters.

verse training data, reducing overfitting. We use only the
19 EEG channels that are available for all patients.

3.3. Majority vote

During evaluation, we predict a single outcome for the
patient by taking the majority vote from all crop pre-
dictions. The crops stretch across every record without
padding or overlapping (see Figure 2).

We implement the majority vote as a mean over logits
followed by the sigmoid function (or softmax in case of
CPC score). We use logits from the last K model check-
points, which are saved every 500 training steps. We em-
pirically found that K = 2 gives best results. We use the
same approach to predict the CPC score.

3.4. Predictions without data

In some cases, there may be no patient data available
to make a prediction, in particular, during the first twelve
hours after the cardiac arrest. For these cases, we trained
an XGBoost [11] model with default parameters on the
clinical information about the patient and the arrest.

We fill missing values using the most frequent value in
the case of categorical variables, and with the mean value
in the case of continuous variables.

4. Results

We ran our approach on an internal train-validation split
and later submitted it for official validation. In both cases,
we found a significant drop in performance compared to
training on data from the first (unofficial) phase of the chal-
lenge, which contained up to one crop per hour from the
first 72 hours after the arrest.

Figure 4. Our prediction model that follows the architec-
ture of ResNet-18.

4.1. Challenge metric

The challenge metric is the true positive rate (TPR) for
predicting poor outcomes while keeping the false positive
rate (FPR) below 0.05 at 72 hours after recovery of spon-
taneous circulation. This metric was chosen because in
clinical practice, avoiding false positives that could lead
to premature withdrawal of life support is critical, and 72
hours was selected to prevent premature predictions.

4.2. Internal validation split

We evaluated the predictive capabilities of our approach
using 10-fold cross-validation on the training set. We
focused on the TPR for predicting poor outcomes at 72
hours, as that is the metric used to rank submissions to
the challenge. Our approach achieved an average TPR of
0.41. We found that using all (42) channels as input results
in worse performance.

4.3. Official scores

In the official scores for the challenge, our approach
achieved a TPR of 0.426 at 72 hours on the test set, 0.522
on the validation set, and 1.000 on the training set (see Ta-
ble 1).

5. Discussion

The challenge featured very long continuous signals,
spanning up to several days, which required some sort
of compression or cropping to fit it into a deep learning
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Table 1. Official challenge scores.

Partition Challenge score Rank
Training set 1.000 —
Validation set 0.522 —
Test set 0.426 24

model. We chose a simple scheme of cropping the sig-
nal into 5 minute long windows, which forced the model
to focus only on the short-term patterns in the signal. In
earlier experiments, we also trained a recurrent model on
the embedding of crops. However, we abandoned that idea
because this model significantly overfitted to the training
data.

Overfitting in general was a major challenge during the
development of the presented approach. We believe that
training the network to predict final prognosis given a very
short signal forced it to learn unique features that identify a
patient, which could be alleviated with more diverse data,
i.e., more patients, or better regularization. In hindsight,
our approach may have needed regularization techniques
such as dropout [12] or DropBlock [13] to generalize bet-
ter.

6. Conclusion

In this paper, we presented our two-step approach to
predicting coma recovery after cardiac arrest, which was
the objective of the 2023 George B. Moody PhysioNet
Challenge. The approach consists of a ResNet that pre-
dicts clinical outcome based on a short EEG recording,
and a majority vote over several such predictions to deter-
mine the final prognosis. On the official test set, our team
ZIB Visual achieved a challenge score of 0.426. Our ap-
proach is simple to implement and execute. However, we
suspect that it might be prone to overfitting.
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